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Abstract
Background and Purpose: Total intracranial volume (TIV) is an important nuisance covariate in many volumetric analyses of the brain. This study tested a 
convolutional neural network (CNN) for automatic TIV segmentation. 

Methods: A 2.5-dimensional U-Net was trained with 145 T1-weighted scans from clinical routine and TIV segmentation by SPM12 as standard-of-truth. The 
U-Net TIV estimates (CNN-TIV) were compared with SPM12-TIV estimates in terms of test-retest stability, stability across field strengths, and its impact on the 
performance of age- and TIV-adjusted hippocampus volume for predicting dementia in patients with mild cognitive impairment (MCI) in two patient groups from 
the Alzheimer’s Disease Neuroimaging Initiative (ADNI, total n=485).

Results: Scatter plots of CNN-TIV versus SPM12-TIV revealed up to 2.0% outliers, all of which were oversegmented with SPM12. After removing outliers, CNN-
TIV was very strongly correlated with SPM12-TIV in all test sets (Pearson’s correlation coefficient ≥0.968, P<.001). The U-Net was more sensitive to the field strength 
than SPM12. U-Net showed better short term test-retest stability than SPM12 (relative absolute TIV difference in back-to-back scans at 1.5T: 2.1±2.8‰ versus 
3.1±4.4‰, paired t-test P=.004). U-Net and SPM12 did not differ with respect to the impact on the prognostic performance of adjusted hippocampus volume in 
MCI. 

Conclusions: These findings support the use of a U-Net trained with SPM12-TIV masks for automatic TIV estimation under uniform field strength. Further 
improvement might be achieved by training the U-Net with manual expert TIV delineation. The U-Net is available at cloud-based execution at Code Ocean <after 
acceptance of the manuscript.
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Introduction
MRI-based volume estimates for brain regions of interest such as 

the hippocampus are useful for the diagnosis in many neurological and 
psychiatric diseases [1]. An increasing number of research institutes 
and commercial providers are offering MRI-based brain volumetric 
analyses, reflecting the clinical relevance. The power of regional brain 
volume estimates in diagnosis and disease monitoring can often be 
improved by removing inter-subject variability of no interest [2,3] 
particularly those associated with age [4] and head size [5]. 

MRI-based total intracranial volume (TIV) does not change during 
aging in adult subjects [6], which makes it a suitable surrogate of head 
size. Thus, MRI-based TIV estimates can be used to remove inter-
subject variability of regional brain volume estimates due to varying 
head size [7]. However, errors in MRI-based TIV estimates propagate 
to TIV-corrected estimates of regional brain volumes, which might 
affect their clinical utility [8-10]. Reliable and accurate estimation of 
TIV is therefore important to realise the full clinical potential of TIV-
corrected regional brain volumes. TIV might also be the parameter of 
primary interest, for example as surrogate of cognitive reserve [11].

Manual delineation of the TIV is generally considered as the 
standard-of-truth [12]. However, manual TIV segmentation requires 
well-trained operators to achieve high inter- and intra-rater stability 
[7]. Moreover, manual TIV delineation is time consuming, even with 
subsampling strategies [13]. This prevents its application in clinical 

routine. Therefore, several groups developed automatic methods for 
fast and reproducible TIV estimation [9,14-17]. Most of these methods 
are based on image registration and/or segmentation of the brain into 
different tissue classes.

Deep neural network-based methods demonstrated excellent 
performance in many medical imaging tasks [18,19]. The aim of 
this study was to develop a convolutional neural network (CNN) for 
automatic TIV segmentation.

Previous studies on TIV segmentation often used voxel-based 
similarity metrics such as the Dice coefficient, mean and maximum 
surface-to-surface distance to characterize the quality of TIV 
segmentation. Based on voxel-by-voxel comparison of the estimated 
TIV mask with the standard-of-truth, these metrics are sensitive to 
(small) systematic differences in the definition of TIV that might not 
be clinically relevant (e.g., blood filled sinuses included or excluded). 
The present study evaluated TIV estimates with respect to short term 
test-retest stability, stability across field strengths [20], and its impact 
on the performance of age- and TIV-adjusted hippocampus volume for 
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the prediction of dementia in patients with mild cognitive impairment 
(MCI). These metrics might be more clinically relevant than voxel-
based similarity measures, as they are not sensitive to the systematic 
differences in TIV segmentation between different methods.

Methods
Training and validation sets

Training and validation sets were recruited retrospectively from a 
database of 415 anonymized high-resolution T1-weighted brain MRI 
scans acquired at different institutions for various indications. The TIV 
was segmented automatically using SPM12 [14]. The quality of TIV 
segmentation was assessed visually and characterized as excellent, good 
(minor missegmentation), unsatisfactory (considerable missegmentation), 
or failure. Adequate inclusion of CSF up to the dura mater was required 
for excellent or good TIV segmentation, in line with the TIV definition 
as “the volume within the cranium, including the brain, meninges, and 
CSF” [12]. Selecting only cases with excellent or good TIV segmentation 
resulted in 162 scans. Among them, 145 scans from 145 different subjects 
(age 49.2±16.0y, range 21.8–84.8y; 66.2% females) were randomly selected 
as the training set, the remaining 17 MR scans were used as validation 
set. The MR scans in the training set had been acquired with 19 different 
scanners using different, non-harmonized acquisition parameters. Most 
of the MR scans in the training set had been acquired at 1.5T (1/1.5/3T: 
n=4/105/36). In-plane resolution ranged from 0.43x0.43 to 1.25x1.25mm2, 
slice thickness ranged from 0.80 to 3.00mm (mean 1.12±0.27mm). 

All procedures were in accordance with the 2013 Helsinki 
declaration. The need for written informed consent for the retrospective 

analysis of the anonymized data was waived by the ethics review board 
of the general medical council of the state of Hamburg, Germany. 

Image preprocessing

MR scans were preprocessed to standardize voxel size and voxel 
intensities. First, scans were re-oriented by rigid body transformation 
into the anatomical space of the Montreal Neurological Institute (MNI) 
using the co-register tool of the Statistical Parametric Mapping software 
package (version SPM12). Neither warping nor cropping was applied. 
Next, scans were resampled to isotropic voxel size of 1x1x1mm3 using 
bilinear interpolation. Then, voxels with extreme intensities were 
bounded: all voxels whose intensities were above the 99th percentile or 
below the 10th percentile of voxel intensities were set to the 99th percentile 
and the 10th percentile respectively. The resulting voxel intensities were 
linearly scaled to the interval [0, 1]. Bounding and scaling of voxel 
intensities were performed separately for each scan. Finally, voxel 
intensities were normalized as  where  is the 
scaled voxel intensity (in the range of [0, 1]), and  and  are mean and 
standard deviation of  over all preprocessed scans in the training set. 
Preprocessing was the same for training, validation and test data.

U-Net

The custom U-Net is composed of an encoder (contracting path) 
and a decoder (expanding path) (Figure 1a). The encoder learns about 
the features of segmentation through computing the feature maps at 
multiple scales based on the training scans [21]. The decoder provides 
the gradual synthesis of the full-resolution segmentation mask from the 
low-resolution feature maps by up-sampling [21]. 

In the encoder, each layer consists of two 3x3 convolutions with 
padding of 1 (for keeping the dimension of feature maps constant), 
each followed by batch normalization and a rectified linear unit. Then, 
downsampling is carried out with 2x2 max pooling with a stride of 
2, reducing the resolution of feature maps to half of its original. The 
number of feature maps is doubled in the subsequent convolution. The 
most important features are passed to the next layer while the image 
dimension is halved.

The decoder has the same components as the encoder except that 
max pooling is replaced by 2-fold up-sampling. After up-sampling, 
the expanded feature map is zero-padded if necessary and then 
concatenated with the corresponding feature map from the encoder. 
Then the feature maps undergo the same processing steps as in the 
encoder, i.e. two 3x3 convolutions with padding of 1, each followed by 
batch normalization and a rectified linear unit. The number of feature 
maps is halved while their dimensions are doubled when they move up 
a layer along the decoder. At the final step, a 1x1 convolution is used 
for combining all 64 feature vectors to compute the segmentation on 
voxel basis. Thus, the output segmentation mask has the same size as 
the individual MRI.

Training of the U-Net
Training scans were sliced in three orientations (transaxial, sagittal, 

coronal) resulting in three sets of 2-dimensional image slices (Figure 
1b). Within each epoch, the U-Net was trained sequentially with all 
three sets. Training by one of the sets was executed as follows. Sixteen 
slices were randomly drawn from the training set. A patch of 128x128 
pixels was cropped randomly on each slice, resulting in a batch of 
16 patches that served as an input to the U-Net. Batch feeding was 
repeated until all slices in the set had been used. As the model is trained 
with 2-dimensional slices of all three orientations, it is denoted as “2.5D 
CNN-trained model”.

Figure 1. The U-Net architecture is shown in part (a). Blue boxes denote feature maps. 
The number above the feature map specifies the depth of the feature map wheras its spatial 
dimension is shown at the bottom of the map. White boxes represent the feature maps 
concatenated to the decoder. Training of the U-Net is illustrated in part (b)
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The free parameters of the U-net (n=13,394,177) were optimized 
using the Adam optimizer [22]. The loss between the target and 
the network output was measured by the binary cross-entropy loss 

, where N (=16) is 
the batch size, and yn and xn are the target (true label) and the output for 
the n-th patch, respectively.

A learning rate of 5x10-4 was used, and the U-Net was trained 
for 100 epochs. The models at every 10th epoch were saved and their 
performance was evaluated in the independent validation set using the 
Dice coefficient to measure the agreement with the standard-of-truth. 
The model trained for 50 epochs was selected for further testing. 

Application of the U-Net

For applying the U-net, the preprocessed MR scans are also 
sliced in three orientations resulting in three sets of 2-dimensional 
image slices. The TIV segmentation mask is generated slice by slice, 
separately for each orientation. Nine patches of 128x128 voxels are 
cropped on each slice (Figure 2). Each patch is fed into the U-Net and 
the corresponding output is a preliminary segmentation mask of the 
patch with voxel intensities ranging from 0 (= voxel most likely does not 
belong to the TIV) to 1 (= voxel most likely belongs to the TIV). The 
preliminary segmentation mask is placed at the exact location of the 
patch. When two or more patches overlap, the overlapping voxels are 
averaged. This results in three different preliminary TIV segmentation 
masks, one for each orientation of the 2-dimensional slices. These are 
summed together, then smoothed by a Gaussian filter with a kernel 
size of 1.5, thresholded at 1.5 (maximum value after addition=3), and 
lastly resampled to the original resolution of the MR scan using bilinear 
interpolation for creation of the final binary TIV mask. 

Short term test-retest stability and stability across field 
strengths

Short term test-retest stability and stability across field strengths 
of TIV estimates were assessed in an independent test set comprising 

152 ADNI subjects (“reproducibility test set”). For each subject in 
the reproducibility test set, a pair of back-to-back T1-weighted scans 
had been acquired within the same imaging session (without patient 
repositioning) at both 1.5T and 3T [23-25]. Fifty-one subjects were 
cognitively normal (CN), 74 had MCI and 27 had Alzheimer’s disease 
dementia. 

The relative absolute difference  was 
used to quantify the difference between two TIV estimates v1 and v2. To 
characterize the test-retest stability, v1 and v2 were the TIV estimates 
from a pair of back-to-back scans. To measure the stability across field 
strengths, v1 and v2 were the TIV estimates from the (first) scan at 1.5T 
and from the (first) scan at 3T of the same subject.

Impact on the performance of age- and TIV-corrected 
hippocampus volume for prediction of dementia in MCI 
patients

The impact of TIV estimates on the performance of age- and TIV-
corrected hippocampus volume (HV) to predict MCI-to-dementia 
progression was assessed in a second test set, which was comprised of 
the first baseline T1-weighted MR scans of 198 ADNI MCI patients 
and 137 ADNI CN subjects who had remained cognitively stable for 
at least 36 months after their baseline scans (“hippocampus test set”). 
The eligibility criteria and characteristics of this data set were described 
previously [26,27]. Forty MCI patients and 40 CN subjects in the 
hippocampus test set were also included in the reproducibility test set. 

Unilateral HV was determined using the FIRST module of the 
FMRIB Software Library (version 5.0) as described previously [26]. The 
total HV was obtained as the sum of left and right HV. Hippocampus 
segmentation failed in 2 subjects (1 MCI, 1 CN) who were excluded 
from further analyses. The age range of the remaining 136 CN subjects 
was similar to that of the remaining 197 MCI patients (75.8±5.3y 
versus 74.8±7.2y, P=.16). Ninety-four MCI patients had converted to 

Figure 2. Application of the U-Net to a 2-dimensional image slice. The slice is partitioned 
into overlapping 128x128 patches, which are fed into the U-Net one by one. The output of 
the U-net (preliminary TIV segmentation mask) is placed at the exact location of the patch. 
Pixels are averaged where patches overlap

Figure 3. Scatter plots of CNN-TIV versus SPM-TIV in the reproducibility test set. Red 
dots indicate outliers
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AD dementia during an observation period of 36 months (32 after 
12 months, 42 between 12 and 24 months, and 20 between 24 and 36 
months). The remaining 103 MCI patients had remained cognitively 
stable over 36 months.

The effect of age and TIV on HV in the CN subjects was assessed 
by bilinear regression: 
. The resulting regression model was used to correct HV in MCI 
subjects for age and TIV according to the following formula: 

, where 
 and  are the mean age and mean TIV of the CN subjects 

respectively. Correction for age and TIV was performed separately for 
CNN-TIV and SPM-TIV. 

The power of age- and TIV-corrected HV to predict dementia in 
the MCI patients was evaluated with receiver operating characteristic 
(ROC) analysis, using area (AUC) under the ROC curve as performance 
measure. Delong’s test was employed to compare the AUC of age- and 
TIV-corrected HV between CNN-TIV and SPM-TIV. The pROC 
package was used for ROC analysis. 

Difficult clinical cases

TIV segmentation by the U-Net was tested on six ‘difficult’ clinical 
cases: three patients with resection cavity after epilepsy surgery and 
three patients with brain tumor. 

Results
Short term test-retest stability and stability across field 
strengths

Scatter plots of CNN-TIV versus SPM-TIV in the reproducibility test 
set are shown in Figure 3. There were six outliers at 1.5T: three amongst the 
first scans and three amongst the second scans (an outlier was defined as 
the residual deviates from linear regression for more than 3 interquartile 
ranges (IQR), i.e., below (lower quartile–3*IQR) or above (upper quartile 
+3*IQR)). There were two outliers at 3T: one amongst the first scans and 
another amongst the second scans. The outlier(s) amongst the first and 
second scans referred to the same subjects at both field strengths. The 
outlier at 3T was also an outlier at 1.5T. Visual inspection of the outliers’ 
TIV segmentation revealed oversegmentation by SPM12 (Figure 4). In the 
remaining cases of the reproducibility test set (outliers excluded), CNN-
TIV and SPM-TIV were very strongly correlated: Pearson’s correlation 
coefficient=0.978, 0.977, 0.972, and 0.969 for the first and second scans at 
1.5T, the first and second scans at 3T (all P<.001). CNN-TIV estimates were 
larger than SPM-TIV estimates under all conditions: 67±33ml, 67±33ml, 
45±37ml, 45±39ml for the first and second scans at 1.5T, and the first and 
second scans at 3T (all paired t-test P<.001; Table 1).

The RAD of TIV estimates between the first and second scans in 
the reproducibility test set were smaller for CNN at both field strengths: 
RAD=2.1±2.8‰ versus 3.1±4.4‰ at 1.5T (paired t-test P=.004), 
2.2±2.7‰ versus 2.8±2.7‰ at 3T (paired t-test P=.03; Figure 5). The 
differences remained statistically significant (P=.01 and P=.03) when 
the outliers were excluded.

TIV estimates were larger at 1.5T compared to 3T for both U-Net and 
SPM12: first-scan CNN-TIV difference (1.5T-3T)=32±44ml (P<.001), 
and first-scan SPM-TIV difference (1.5T-3T)=10±37ml (P=.001) 
(outliers excluded). The RAD of first-scan TIV estimates between 1.5T 
and 3T was larger for CNN compared to SPM12: 29.3±22.3‰ versus 
20.2±17.2‰ (outliers excluded; paired t-test P<.001).

Figure 4. Outliers in the comparison of CNN-TIV (left columns) versus SPM-TIV 
(right columns) in the reproducibility test set: (a) ADNI subject 002_S_1280 at 1.5T, (b) 
052_S_1250 at 1.5 T, (c) 052_S_1250 at 3 T, (d) 133_S_0629 at 1.5T. Displayed images 
are the TIV segmentations of the first scans in the session, the segmentation results for the 
second scans were very similar

field strength [T] category CNN-TIV  
(mean±SD) [ml]

SPM-TIV  
(mean±SD) [ml]

1.5 first scan 1496±159 1434±149
1.5 second scan 1495±159 1433±149
3 first scan 1464±158 1421±152
3 second scan 1463±158 1421±152

Table 1. TIV estimates by the U-Net (CNN-TIV) and SPM12 (SPM-TIV) in the 
reproducibility test set

Figure 5. Histograms of the relative absolute difference (RAD) of TIV estimates between 
first and second scan in the same imaging session at the field strengths of 1.5T (top) and 
3T (bottom) in the reproducibility test set, comparing the test-retest stability between SPM-
TIV (left) and CNN-TIV (right)



Buchert R (2022) Stable estimation of total intracranial volume using a 2.5-dimensional convolutional neural network

 Volume 5: 5-7J Clin Mol Med, 2022             doi: 10.15761/JCMM.1000141

Figure 6. Scatter plots of CNN-TIV versus SPM-TIV in volume [ml] (left) or as z-score 
(right) in the hippocampus test set. Red dots indicate outliers

Figure 7. Outliers in the comparison of CNN-TIV (left columns) versus SPM-TIV (right 
columns) in the hippocampus test set: (a) ADNI subject 023_S_0042, (b) 036_S_0976, (c) 
109_S_0950Impact on the performance of age- and TIV-corrected hippo-

campus volume for prediction of dementia in MCI patients

The scatter plot of CNN-TIV versus SPM-TIV in the hippocampus 
test set is shown in Figure 6. There were five outliers, 3 MCI patients and 
2 CN subjects. The 2 CN outliers were also outliers in the reproducibility 
test set, but the 3 MCI outliers were not. Visual inspection of the TIV 
segmentation revealed over segmentation by SPM12 in all three MCI 
outliers (Figure 7). In the remaining cases (outliers excluded), CNN-
TIV and SPM-TIV were strongly correlated: Pearson’s correlation 
coefficient=0.981 (P<.001). CNN-TIV estimates were 64±29ml larger 
than SPM-TIV estimates (outliers excluded; paired t-test P<.001).

Bilinear regression of HV in the ADNI CN subjects (except the two 
outliers) with age and CNN-TIV as independent variables estimated 
the regression coefficients =-4.954*10-2ml/y and =2.040*10-3ml/ml (

=75.9y, CNN- =1499ml). When age and SPM-TIV were used 
as independent variables in the bilinear regression of HV, the regression 
coefficients were =-4.800*10-2ml/y and =2.001*10-3ml/ml (SPM-

=1433ml). Bilinear regression with age and CNN-TIV explained 
18.6% of the HV variance in the CN subjects, while bilinear regression 
with age and SPM-TIV explained 17.1% of the variance.

The power of age- and TIV-corrected hippocampus volume for 
prediction of dementia in the MCI patients of the hippocampus test set 
as measured by the AUC did not differ between CNN-TIV and SPM-
TIV (all DeLong test P≥.21; Table 2).

Finally, age- and TIV-corrected HV estimates were transformed 
to z-scores using the formula , where

 is the corrected HV in the individual subject, and  and 
 are the mean and standard deviation of the corrected HV in the 

ADNI CN subjects (without outliers) respectively. Transformation to 
z-scores was performed separately for CNN-TIV and SPM-TIV. In the 
five outliers, z-scores with CNN-TIV were larger than with SPM-TIV 
(Figure 6). The z-score difference of the outliers ranged between 0.32 

and 0.68. For comparison, the z-score of the stable MCI patients was on 
average 0.72 larger than the z-score of the MCI patients who progressed 
to dementia within 3 years (outliers excluded).

Difficult clinical cases

TIV segmentation by the U-Net worked properly in all difficult 
clinical cases, all lesions were included in the TIV mask (Figure 8). 

within 12 months
(32 progressors)

within 24 months
(74 progressors)

within 36 months
(94 progressors)

correction for age 
and CNN-TIV

0.772
[0.685–0.859]

0.688
[0.609–0.767]

0.691
[0.616–0.765]

correction for age 
and SPM-TIV

0.774
[0.687–0.860] 

0.691
[0.612–0.770]

0.693
[0.619–0.767]

no correction for age 
and TIV

0.762
[0.665–0.860] 

0.663
[0.579–0.747]

0.677
[0.601–0.753]

Table 2. Area under the ROC curve for prediction of dementia in the hippocampus test set 
by MRI-based hippocampus volume with correction for age and CNN-TIV, with correction 
for age and SPM-TIV, and without correction for age and TIV. The 95% confidence interval 
is given in square brackets. The area under the ROC curve did not differ between any pair 
of correction methods for any follow-up period (all DeLong test P ≥ 0.21)

Figure 8. TIV segmentation by the U-Net in six ‘difficult’ cases, three patients with 
resection cavity after epilepsy surgery (a-c) and three patients with brain tumor (d-f). The 
arrow heads point to the lesions
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Discussion
U-Net TIV estimates were very strongly correlated with SPM12 

TIV estimates in both test sets. This demonstrates the usefulness 
of the U-Net approach for automatic TIV estimation, as SPM12 is 
generally considered a particularly effective method for automatic TIV 
estimation [14].

The present findings suggest the U-Net to be even slightly superior 
to SPM12. First, SPM12 resulted in TIV over segmentation in up to 
2.0% of the cases. Second, test-retest stability of TIV estimates in back-
to-back scans of the reproducibility test set was better with the U-Net 
than with SPM12. U-Net computation time (including preprocessing) 
of 2 minutes in TIV segmentation on a standard PC makes it fit for daily 
clinical practice (SPM12: 10 minutes).

TIV estimates in the reproducibility test set were larger at 1.5T 
compared to 3T for both U-Net and SPM12, but the U-Net was more 
sensitive to the field strength (average 1.5T–3T difference of 32ml 
versus 10ml for U-Net and SPM12). Probably it is because the training 
set was imbalanced with respect to field strength (1.5T:3T=2.92:1). We 
hypothesize that the U-Net can be trained to be less sensitive to varying 
field strength by using manual TIV delineation as gold-standard in a 
balanced training set in terms of field strength and/or using the field 
strength as an additional input parameter to the network. 

CNN-TIV was on average about 50ml larger than SPM12-TIV. 
The U-Net included more inferior parts of the brain stem as well as the 
blood filled sinuses, in contrast to SPM12 (Figure 9). This is in line with 
the findings of Malone and co-workers who reported SPM12-TIV to be 
on average 40ml smaller than manual TIV estimates, probably due to 
exclusion of blood-filled sinuses by SPM12 [14]. This suggests that the 

CNN-TIV estimates might be closer to manual TIV segmentation than 
SPM12-TIV.

The use of CNN-TIV versus SPM12-TIV for adjusting hippocampus 
volume with respect to age and TIV showed no impact on the 
performance of adjusted hippocampus volume to predict dementia in 
the MCI patients of the hippocampus test set. This might be explained by 
the fact that reducing the measurement error of hippocampus volume 
in general has only little impact on its prediction performance, possibly 
due to a ceiling effect caused by inherent limitations of the predictive 
power of hippocampal atrophy [28]. However, for a small fraction of 
patients (the outliers), the difference between CNN-TIV and SPM12-
TIV might impact the prediction of future cognitive performance based 
on age and TIV-adjusted hippocampus volume, as the difference in 
z-scores of CNN-TIV versus SPM12-TIV can be similar to the mean 
difference between MCI patients who progress to dementia and MCI 
patients who remain cognitively stable (Figure 6).

Stability of TIV segmentation by the U-Net was further confirmed 
in ‘difficult’ clinical cases with brain tumors or resection cavities, where 
traditional skull stripping methods often have difficulties.

The major limitation of this study was the lack of manual TIV 
delineation as standard-of-truth for training the U-Net. Still, semi-
automatically generated SPM12-TIV is considered a particularly 
effective substitute for manual TIV [14]. Furthermore, the use of 
SPM12-TIV for U-Net training is expected to cause a bias in favor of 
SPM12 in the comparison of U-Net and SPM12 performance in the 
independent ADNI samples. We hypothesize that U-Net training with 
TIV delineated manually as standard-of-truth would result in a more 
pronounced performance benefit of the U-Net compared to SPM12.

Conclusion
In conclusion, the findings of this study support the use of a 

U-Net trained with good SPM12-TIV segmentation for automatic TIV 
estimation in settings with uniform field strength, including assessment 
of individual patients in routine patient care. Further improvement, 
including improved stability with respect to the field strength, might be 
achieved by training the U-Net with manual expert TIV delineation in 
a training set balanced for field strengths.
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Figure 9. The middle row shows a transaxial (left), coronal (middle), and sagittal 
(right) slice of the mean difference between CNN-TIV and SPM-TIV estimated from 
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