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Abstract
In professional training programmes it is vital to ensure individuals have accomplished all required competencies before qualifying, otherwise patient safety could be 
placed at risk. This increased emphasis on patient safety and accountability has heightened the need for reliable, valid and suitable methods of assessment that not 
only can inform if learning outcomes have been achieved but can also promote and encourage learning. One method of assessment that has been traditionally applied 
in clinical education assessment is the Single Best Answer (SBA) question approach. In this review paper, the benefits and limitations associated with using SBA 
questions as a method of assessment were critically evaluated. The review clearly highlighted that emphasis should be mainly placed upon the design, coverage and 
content of SBA questions rather than evaluating the concept of SBA questions as a method of assessment. More specifically, the paper pointed towards the complex 
skills required for developing a set of SBA questions that can both promote learning as well as evaluate learning. To summarise, the need for defining the necessary 
skills and criteria required for the careful design and successful application of SBA exam paper is an important avenue to investigate.
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Introduction
Assessment is a key component of any educational programme [1] 

and if used appropriately, assessment can promote learning and quality 
assurance [1-4]. Assessments can inform educators of the quality of 
their teaching, areas for improvement and if learning outcomes have 
been achieved. In professional training programmes, it is vital to 
ensure individuals have accomplished all required competencies before 
qualifying, otherwise patient safety can be placed at risk. This increased 
emphasis on patient safety and accountability has heightened the need 
for reliable, valid and suitable methods of assessment [1,2].

Written assessments are widely used to assess certain competencies 
in educational programmes, including medical education [5]. In 
particular, written exams are divided into constructive, selected, 
combined constructive and selected response categories; with SBA 
questions categorised as selected response type [6]. Kelly used Multiple 
Choice Questions (MCQs) as a method of assessment for the first time 
in 1914 [5]. Since then different subtypes of MCQs have been developed, 
including single best answer (SBA) questions, extended matching 
questions, script concordance and multiple true/false questions [6]. 
Current practice discourages the use of true/false questions [4], as they 
are more liable to writing errors, such as inaccurate terminology [7] 
and cuing effect as the answer needs to be unambiguously correct or 
wrong [5]. This will unintentionally guide the student to the correct 
answer [8]. This review will focus upon the use of SBA questions as a 
subtype of MCQs.

One important consideration determining the selection of a 
particular method of assessment is what levels of competence can be 
assessed. According to Miller [4,9-11], SBA questions are commonly 
used to assess factual knowledge (i.e., the ‘knows’ level in figure 
1). However, a well-written SBA question can promote problem-
solving and require students to apply their knowledge to clinical case 
scenarios (i.e., ‘know how’ in figure 1). As such, a well-written SBA 

exam paper can assess student’s ability at the first two lower levels of 
Miller’s pyramid [4,5,10,11]. Furthermore, well-written SBA questions 
can be used to assess both lower and higher cognitive taxonomic 
levels as described by Bloom’s model. As show in figure 2, the highest 
cognitive taxonomic levels captured by well-written SBA questions are 
‘analyse’ and ‘evaluate’. Therefore, the cognitive complexity of the SBA 
questions can be applied to reflect the cognitive level of the learner 
[12,13]; (Figure 2). As SBA questions are used extensively in medical 
education, the aim of this paper is to critically evaluate the suitability 
of SBA questions as a method of assessment by investigating the utility 
index of SBA questions.

Utility index
When deciding over and designing an assessment strategy it is 

essential to consider several factors. These factors are summarised in a 
conceptual framework referred to as utility index for assessment. The 
utility index was first described by [2] and it still serves as a framework 
during assessment design and evaluation. The framework is not a 
formula and there is no perfect utility index score. The weighting for 
each component can differ based on the purpose of the assessment 
(formative versus summative, evaluating knowledge versus change in 
behaviour) [1,2].

Utility Index = Reliability × Validity × Cost × Feasibility × 
Educational Impact × Acceptability
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Reliability

The outcome of an assessment is only defendable if the results are 
reliable [14]. Reliability is an indicator of reproducibility of the scores 
of an assessment [2,3,15,16]. Internal consistency, a type of reliability, 
is an important consideration for written assessments, including SBA 
questions. It measures correlation between scores of different items 
within an SBA examination. It is reliant on all items within an SBA 
examination measuring the same construct (knowledge) [16,17]. 
Internal reliability for SBA questions are quantified using Cronbach’s 
coefficient alpha (α) as only one construct is assessed, with reliability 
coefficient of ≥ 0.80 deemed as acceptable for high-stake exams [3,14,17]. 
Multiple factors can affect the reliability of an assessment score, 
including examiner-introduced bias during marking and insufficient 
number of items [3,14]. SBA questions are marked objectively, and 
this removes examiner-introduced bias, resulting in increased inter-
rater reliability [4]. However, objectivity does not automatically equal 
reliability. For an assessment score to be reliable sufficient sampling is 
required [11]. Generally, more sampling will enable a more accurate 
assessment of the competencies of a learner by reducing the effect of 
differences in quality of the questions and examinee’s characteristics, 
leading to improved reliability and true evaluation of a student’s 
abilities [4,5]. For good sampling, the selected items should represent 
the entire content and the ability of the student [8].

SBA questions in general are efficient as high sampling/hour/
number of students can be achieved and thus have a high reliability 
per hour [3,4,15]. For example, Norcini et al. [18] investigated the 
reliability of the scores for three types of MCQs for three years of 
certifying exam (n=7000-8000 participants). The study demonstrated 

that 82-85 SBA questions assessed in 2.8 hours have a coefficient alpha 
of 0.74, 0.82 and 0.80, for each of the three years. Scores for two of the 
years are highly reliable (α ≥ 0.8). However, for one-year Cronbach’s 
alpha was below the recommended value of 0.8. Duration of the 
assessment, homogeneity of the construct, interrelatedness between 
items and quality of the discriminatory questions can all impact internal 
reliability scores. The latter will help to discriminate between high and 
low achievers [16]. In this example, assessment time was consistent 
between years. Therefore, the low value for alpha (0.74) could be due to 
poor interrelatedness between items (measuring different constructs) 
and/or poor-quality discriminating items. This can be evaluated 
by conducting inter-item and item-total correlation analysis and 
calculating the item discrimination index [16,19]. However, no item 
analysis was available for this study. Therefore, it is difficult to analyse 
why Cronbach’s alpha was lower in one particular year. Nevertheless, 
Norcini et al. [18] demonstrated that by increasing total number of SBA 
questions and assessment time, the reliability of the scores significantly 
improves (Table 1). This demonstrates a positive relationship between 
increased sampling/hour and increased reliability.

Item-writing quality has a significant effect on the reliability of the 
SBA scores. A flawed item can affect the performance of a student by 
either making the question too easy or too difficult. If the question is too 
easy, it cues the student towards the correct answer and thus the scores 
are not a true reflection of the student’s ability [20-22]. Furthermore, 
inaccurate and vague terminology can cause confusion, resulting in 
reduced reliability of the data [7]. Therefore, a well-drafted SBA exam 
will require discriminatory questions and plausible distractors [19]. 
Item-writing quality can be improved by providing training, quality 
control and following item-writing guidelines [21,23-25]. Overall, if 
items are well constructed and appropriate sampling is achieved, SBA 
examination scores can be highly reliable [3,4,15].

Validity

Validity, alongside reliability, are the two most important 
components of the utility index for high-stake assessments, with 
reliability a pre-requisite for validity [16]. Face, content, concurrent, 
predictive and construct validity have been classified as different types 
of validity [2,3]. Although Downing [26] has proposed that construct 
validity is not a subtype of validity but rather it is validity in its entirety 
and evaluation of construct validity requires evidence from multiple 
sources, including content, response process and intrinsic flaws and 
errors associated with a method of assessment [26]. For SBA questions, 
the errors can relate to the quality of item-writing and non-functioning 
distractors (i.e. the other least plausible options in an SBA question) 
[27,28]. Overall, validity is defined as the degree to which an assessment 
method and its content measure what it is expected to evaluate and at 
an appropriate level [2,3,5,26].

Content validity ensures that the content coverage, focus and 
depth is adequate to provide a true representation of the measured 

Figure 1. Miller’s pyramid of assessment of clinical competence. The two lower levels 
indicate knowledge (cognition) with the first corresponds to basic facts (‘knows’) and the 
second corresponds to applied knowledge (‘knows how’). The ‘show how’ level moves 
beyond acquisition and application of knowledge. It requires the learner to ‘show’ an 
acquired competency (behavior). The highest level of competency truly represents what a 
competent doctor ‘does’ in a workplace. This figure is adapted from Miller [9] and Hift [4]

Figure 2. Bloom’s modified cognitive taxonomy. The depth of the acquired and retained 
knowledge can vary. The varying levels of depth of knowledge have been captured in 
Bloom’s cognitive taxonomy. According to Bloom’s modified taxonomy, cognitive domain 
can be divided into six levels with the level of complexity increasing as progressing from 
remembering facts towards creation and synthesis of knowledge.   A well-written MCQ not 
only can target lower levels of learning, it can also target higher order learning levels, including 
application, analysis and evaluation. This figure is taken and modified from Hift [4]

Best single 
answer

Matching 
questions

True/false 
questions

Total MCQ 
questions

Number of 
questions 82 45 308 435

Time (h) 2.7 1.5 3.2 7.4
Cronbach’s 

coefficient alpha 0.74 0.76 0.88 0.92

Table 1. Improving the reliability of the MCQ scores by increasing sampling number and 
assessment time. As shown in this table increasing the sampling number from 82, 45, 308 to 
total of 435 samples and increasing the assessment time from 2.7h, 1.5h and 3.2h to total of 
7.4h increased the Cronbach’s coefficient alpha from 0.74, 0.76 and 0.88 to 0.92. The table 
is extract from the study published by Norcini et al. [18]
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construct [2,26,29]. In SBA exam papers, blueprinting ensures that 
all items align with the course learning outcomes and are set at an 
appropriate cognitive level [26,29]. Therefore, blueprinting can 
prevent construct under-representation (CU) and construct-irrelevant 
variance (CIV), which are usually caused by either under-sampling 
or biased sampling [30,31]. Multiple studies have demonstrated that 
more than one expert is required to evaluate content validity [32,33], 
as the process of content blueprinting can be subjective and prone to 
errors [5]. As detailed in the ‘reliability section’, SBA questions have 
a high sampling/hour, therefore it is possible to achieve high validity. 
Conducting item analysis by investigating item discrimination index 
(DI) and item difficulty can provide valuable information regarding 
validity of an assessment result. DI is measured by calculating point 
biserial correlation coefficient, which ranges from -1 to +1 with values 
above 0.35 deemed acceptable while item difficulty is measured by 
calculating facility index, range between 0-100 (or 0-1), with higher 
values indicating easier questions and values ranging from 30-70 (or 
0.3-0.7) deemed as acceptable [34]. In SBA questions, the quality of 
the distractors can significantly affect both reliability and validity 
of the results [27,35]. For example, Ali et al. [27] demonstrated that 
replacing non-functioning detractors (options selected by less than 5% 
of the students in 23 SBA questions) improved the reliability of the 
data (averaged α improved from 0.62 to 0.72; n=30 first-year medical 
students). Furthermore, it improved the difficulty of the SBA questions 
by reducing the gap between expected difficulty index to observed 
difficulty index from 0.4-0.59 to 0.15. This can subsequently result in 
improving the quality of the questions by improving the focus of the 
question and the validity of the question. However, a limitation of this 
study is small sampling size, which is reflected in the alpha (α is <0.8).

Construct validity is evaluation of how well a single construct is 
measured in an assessment [3,5]. As mentioned above, blueprinting 
can reduce construct-irrelevant variance (CIV) error [30,31]. In 
general, SBA questions are accepted by examiners and examinees 
as a suitable method for assessment of knowledge (i.e. face value 
for assessment of knowledge domain). Therefore, if written well 
the assessment data can have high construct validity for knowledge. 
Although it has been shown that SBA questions can assess both factual 
and applied knowledge, some still believe that SBA questions can only 
be used for assessment of factual knowledge [4,5]. Furthermore, SBA 
scores have been shown to demonstrate excellent predictive validity 
pertaining to final year medical exam results [33]. Fallatah et al. [33] 
demonstrated a significant correlation (r=0.82, p<0.001) between 
SBA scores with 320 questions and the final exam results comprised 
of objective structured clinical examinations (OSCE), SBA questions 
and long-case presentation (number of students=824). However, the 
study is not without limitations as Cronbach’s alpha was used to also 
measure the reliability of OSCEs. The authors highlighted that the 
assessments had a high internal consistency (reliability) by measuring 
Cronbach’s alpha for all assessments, including OSCE. However, as 
OSCE is a multi-construct assessment method, Cronbach’s alpha will 
overestimate the internal consistency and reliability. Generalisability 
coefficient is a more suitable method for assessing reliability of OSCEs 
[14]. Most importantly, the SBA data is part of the final assessment data 
when they calculated the correlation and subsequently this would have 
overestimated the positive correlation.

Cost and feasibility

The feasibility of an assessment method depends on the resources 
required to develop and construct the items within the assessment as 
well as the actual running cost [8]. Writing a well-constructed SBA 

question with plausible distractors is challenging, time consuming and 
requires training [19,36]. However, once a high-quality question bank 
is created, SBA questions become a highly feasible and effective method 
of assessment [1,4]. Use of scanners for marking contributes to cost 
effectiveness of SBA questions [1]. Certain steps can reduce the cost 
associated with development of SBA items, including dedicated trained 
staff for generation of high-quality questions and shared question 
banks between institutes. However, the latter does require initial heavy 
investments by multiple institutes [1].

Reducing the number of plausible options can also increase 
feasibility of SBA questions, as writing high quality distractors is time 
consuming. Currently in medical schools, SBA questions with five 
choice of responses (5-options) are widely used. However, there is 
no clear evidence on optimal number of options for a SBA item. The 
key factor should be the quality of the question and writing plausible 
distractors, as non-functioning distractors directly affect the reliability 
and validity of the SBA scores [8,27,35,37,38]. Multiple studies have 
investigated the optimal number of distractors, with varying level of 
evidence indicating that using SBA questions with only three choice 
of responses has no impact on quality of the question while improving 
efficiency [19,38,39]. For example, Vegada et al. [19] conducted a 
study whereby 132-second year medical students were divided into 
three groups with equal distribution of high, mid and low achievers 
per group. The students undertook a 30-item SBA exam with either 
five, four or three choice of responses. The authors concluded that SBA 
questions with three choice of responses are as valid as SBA questions 
with five choice of responses, as there was no significant difference 
in the reliability of the scores between groups. However, the study is 
not without limitations. The scores of the three groups are statistically 
different (p =0.000). Although within an acceptable range, item 
difficulty was significantly higher (p =0.004) for SBA questions with 
three choice of responses (55.45 ± 17.34) versus five choice of responses 
(39.05 ± 19.09), indicating that higher percentage of students found the 
SBA questions with three choice of responses easier than SBA questions 
five choice of responses. Most importantly, the Cronbach’s alpha for 
none of the groups was above 0.8 (Cronbach α for three, four and 
five-option questions was 0.61, 0.67 and 0.75, respectively). Therefore, 
the scores are not highly reliable and defendable, and therefore any 
conclusion from these results should be viewed with caution. Overall, 
further research on optimal number of distractors is needed. However, 
the most important factors are the quality of the distractors rather than 
the quantity [27,38].

Educational impact

Assessments can promote learning. However, it is also widely 
acknowledged that students are strategic learners and will prioritise 
and centre their learning around assessment topics. In other words, 
they will adapt a learning strategy that is suitable for the method of 
assessment. Therefore, assessments should be used strategically to 
promote desired learning strategies [2,3,11,40,41], as approaches to 
learning (superficial, deep and achieving) impacts performance in 
exams [42]. Poorly constructed SBA questions have low educational 
impact. This is partly due to students guessing the correct answer 
(cuing effect) and developing a pattern recognition learning technique 
rather than learning the content. However, well-written SBA questions 
with clinical vignettes that require application of knowledge and higher 
cognitive process (see Figure 2) can promote deep learning and thus have 
a higher educational impact [5,42,43]. In general, the learner’s method 
of preparation is different for SBA questions compared to open-ended 
written questions and methods of assessment that correspond to higher 
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levels of Miller’s pyramid [8,42]. For example, the educational impact 
of SBA questions is less than methods of assessment that correspond 
to higher levels of Miller’s pyramid, such as Direct Observation of 
Procedural (DOP) skills as demonstrated by Cobb et al. [42]. In the 
study conduct by Cobb et al. [42], they analysed the result of a shorten 
version of the Study Process Questionnaire (SPQ) collected from 70 
final year medical students from one institute that had completed 10 
DOP assessments throughout a year as well as an end of year SBA 
exam. The result showed a statistically significant difference (p<0.001) 
in learning approach adapted by the students for the two assessment 
methods with a more superficial method of learning adapted for SBA 
questions than DOP. However, the study is not without limitations. 
For example, the assessment times for the two methods were different. 
It is well-established that time of assessment (end of year versus during 
the year) does impact learning strategy [2,42]. Furthermore, the sample 
size is small with only data collected from one institute.

It is also accepted that SBA questions can promote learning as both 
summative and formative assessment tools [35]. The key to promote 
learning is provision of feedback [4,11,41]. For examples, encouraging 
students to take part in SBA item-writing, answering and provision 
of peer feedback can promote learning as demonstrated by Walsh et 
al. [44]. Walsh et al. [44] identified a statistically significant (p<0.001) 
positive correlation between item-writing (r=0.24), answering MCQs 
(r=0.13) and peer feedback provision (r=0.15) with final summative 
scores. The study was conducted on two cohorts of first year medical 
students at Cardiff University (n=297 for 2013/2014 entry and n=306 
for 2014/2015) and one cohort of second year students (n=273). 
Although the results clearly indicate educational impact of this process, 
it does require repeating at more than one institute. 

Overall, as reported by van der Vleuten [2] and others, it is difficult 
to predict the learning strategy and behaviour that an assessment 
method will provoke in a learner and thus it is challenging to predict 
the exact educational impact of an assessment method. However, steps 
can be taken to minimise superficial learning strategies and improve 
the educational impact of SBA exams.

Acceptability

Acceptability, although closely linked with face validity, is a broader 
concept. It encompasses acceptability of an assessment method not 
only by the educator and trainee but also by all stakeholders, including 
general public [3].  Acceptability of an assessment method is influenced 
by stakeholder’s values, beliefs and experiences [2]. Therefore, in our 
view it is extremely challenging to alter a stakeholder’s perception 
of an acceptable method of an assessment, as at times it requires 
transformation of an individual’s core values and beliefs.

The interest of stakeholders in high-stake medical education has 
resulted in the need for exams, including SBA exams to be fair (high 
validity and reliability). The fairness of an assessment relates to its 
construction process, content, quality and standard setting procedure. 
In general, by improving the fairness of SBA exams both face validity 
(the degree to which a procedure appears effective in terms of its 
stated aims) and acceptability of SBA exams can improve [40]. The 
acceptability of SBA exams has always been a point of discussion and 
has led to continuous improvement of the structure and content of 
SBA questions [2]. The high susceptibility of SBA questions to item-
writing flaws, lack of resemblance to real-life practice and the incorrect 
presumption that SBA questions can only assess recall of information 
has partly resulted in negative view regarding SBA questions [22]. 
However, despite negative views regarding SBA exams, they are widely 

used and are accepted. This is partly due to high validity and reliability 
of a well-written SBA exam and their cost effectiveness. Furthermore, 
it is widely accepted that knowledge underpins the higher-level 
competencies of a doctor, including being able to understand, conduct 
and demonstrate a task with high level of efficiency [5,13,22,40]. 
Multiple studies, including a study conducted by Pham et al. [22] has 
demonstrated that SBA questions have the same potential as short 
answer questions (SAQs) to assess higher cognitive abilities of a student 
(n=136 final year medical students, number of matching SAQ and 
SBA=40, statistically significant association with interclass correlation 
coefficient of 0.77). Therefore, overall SBA questions are accepted as a 
method of assessment for knowledge construct. However, it is required 
that SBA exams are combined with other methods of assessment that 
can evaluate higher-level competencies [5,40].

Conclusion
It is apparent that high validity and reliability can be achieved 

for SBA exams if questions are constructed well and appropriate 
sampling is conducted. SBA questions are suitable for assessment of 
factual and applied knowledge and they can be constructed to assess 
lower and higher cognitive taxonomic levels, up to analysis and 
evaluation. Once generated they are cost effective as high number of 
students can be assessed per time required for examining and marking. 
Although they can be used to provide instant feedback and promote 
learning, issues surrounding fairness of SBA questions, misconception 
regarding suitability of SBA questions to assess applied knowledge, and 
dissimilarity of SBA exam conditions to clinical setting has always led 
to questioning the educational impact and acceptability of the SBA 
questions. Subsequently, this has resulted in continuous improvement 
of SBA questions, generation of item-writing guides and use of 
multiple subtypes of MCQs alongside other written formats, such as 
SAQs. However, their high reliability, validity and cost effeteness has 
made them a standard component of high-stake medical education 
assessment programmes. Nevertheless, it is important to mention that 
no single method of assessment can measure all levels of competency. 
Therefore, it is recommended to use a suite of assessments to make 
a sound judgment regarding an individual’s competencies as a health 
care professional and it is important to align the method of assessment 
with what it is intended to measure.
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