Multifractal dynamics of activity data in bipolar disorder: Towards automated early warning of manic relapse
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Abstract

Predicting the onset of a manic episode so that timely medical intervention can occur is an important issue in the long-term management of people diagnosed with Bipolar I Disorder. In this proof-of-concept investigation of a single case, activity time series acquired from a wrist-worn actigraph were used to detect quantitative precursors of a manic episode that resulted in the hospitalization of a young man diagnosed with the disorder at the end of week 14. Using transformed activity data, a multifractal analysis showed that the data were significantly multifractal as indicated by the lack of overlap between Hurst functions computed from the data and surrogate series. When a continuous Shannon entropy measure derived from a lognormal distribution was fit to the multifractal spectra for each of the 14 weeks of data, a decrease in entropy of practical significance was observed after week 12. If this newly discovered indicator of relapse had been used to initiate preventative treatment, it is possible that hospitalisation might have been avoided. As this analysis is based on a single case study and just one episode, larger samples will need to be prospectively monitored into manic and depressive relapses to generalize the proposed methodology and permit its widespread usage for automated episode monitoring and prevention.

Introduction

Bipolar disorder, a severe psychiatric condition with a lifetime prevalence of about 2% [1] is characterised by episodes of severe depression and mania interspersed with euthymic periods during which the patient is relatively well. Bipolar disorder generates significant morbidity and mortality, and is a significant financial burden for health care systems. Although the burden from bipolar depression can be extremely debilitating, manic episodes are the most functionally impairing phase of the disorder, frequently accompanied by psychosis, hyperactivity and sleep disturbance, leading to protective hospitalisation [2]. By identifying manic episodes early, less aggressive interventions, such as stimulation reduction and an increase in antipsychotic medication, may lead to euthymia.

Bipolar patients who respond swiftly to early indicators of an episode have better outcomes [3]. As commonly-used daily mood monitoring is not ideal because of patient burden and impaired insight, 24-hour activity monitoring can provide automated, objective information about episode prodromes [4].

Fluctuations in activity during any 24-hr period provide information about the variability of the associated psychomotor process. As in any time series, variability can be random or regular, the extent of this randomness being reflected in complexity measures such as the correlation dimension for series that have nonlinear or perhaps chaotic properties [5]. Research in a number of biomedical domains has found that a significant decrease in complexity may indicate the onset of pathology [6]. For example, chronic disorders are characterized by reduced complexity in measures such as heart-rate for heart disease, EEG amplitude and frequency for epileptic seizures, and mood rating variability for people with depression [6]. Perhaps a loss of complexity might be associated with the imminent onset of a manic episode.

This study interrogated multi-day actigraphy data to determine whether complex nonlinear dynamic analyses could predict transition from euthymia to mania using unique prospective data obtained as a patient progressed from euthymia into a full-blown manic episode.

Method

A characteristic feature of mood disorder is the observed fluctuations in activity levels exhibited by patients as their mood changes. One of the early signs of depression, for example, is a reduction in activity level as the patient withdraws from their usual activities and leads a more sedentary life. On the other hand, incipient mania typically appears as increased physical activity and decreased sleep [7]. Indeed, changes in goal-directed activity are now recognised alongside mood changes as core diagnostic criteria for mania [8].

Human activity is commonly used to measure sleep and circadian rhythms under naturalistic conditions. The wrist-worn Actiwatch (Mini-Mitter Co., OR, USA) used in this project records three-dimensional movement using an accelerometer and on-board memory storage [9].

The raw actigraphy data analysed here have been described in a case report that used activity measurements collected by a wrist-worn actigraph to monitor the behavior of a 20-year-old male participant diagnosed with bipolar disorder Type I [4]. In this study, a plot of the
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raw actigraph data obtained two weeks prior to hospital admission showed that there was reasonably normal activity and sleep patterns for the first eight days followed by the sudden appearance of severely disrupted sleep and an increase in activity in the five days prior to hospitalisation. The sleep pattern changed to a 48-hour cycle and average activity levels increased markedly. We might expect, therefore, that a more detailed analysis of activity dynamics would reveal evidence of a decline in health at least a week before the hospitalisation occurred, if not earlier.

The participant was enrolled in a 12 month prospective study of actigraphically-measured sleep and circadian function as predictors of daily mood in bipolar disorder. For this patient, activity was recorded for 103 days prior to withdrawal from the study due to hospitalisation for a manic episode. The actigraph was removed on the first morning of admission to hospital as part of the routine procedure prior to commencement of treatment. Permission to conduct the study was obtained from the Swinburne University of Technology Research Ethics Committee and the patient provided written informed consent to take part in the study.

Data preparation

In the present paper, the data were analysed each week over 14 weeks starting at Day 5 to ensure that the final few days of recordings were included. The raw activity data were recorded every two minutes. For all analyses, the data were summed over five successive values so that activity recorded during each ten-minute period could be analysed. Pooling the data reduced the autocorrelation observed for successive two-minute observations. Due to large fluctuations in these pooled activity measures, each value was incremented by 1 and the logarithm was computed. Finally, the data were differenced to measure the change in log (activity+1) from one ten-minute time period to the next. This strategy removed any linear trend that might be present in the data.

Mathematical approaches

Analysis of the activity data progressed in three stages. First, the power spectra were investigated using log-log transformations of both power and frequency. Detrended Fluctuation Analysis (DFA) was then used to test for long-range correlation. Finally multifractal spectra were explored to generalise the findings of the DFA and to calculate an appropriately sensitive index to indicate manic relapse.

Log-log power spectrum

As it has been shown [10], the power spectrum relating power to frequency for a time series such as activity can provide useful information about temporal dependencies in the series. In particular, when logarithms are taken of both the power and the frequency, the linearity of the log-log function has been associated with long-range correlations provided confirming evidence is obtained by applying other techniques such as Detrended Fluctuation Analysis (DFA).

Detrended fluctuation analysis (DFA) and the Hurst exponent

DFA has been used to quantify the fractal nature of a time series. A fractal is a mathematical object that is scale-invariant [11], so that no matter what time scale we choose to measure it, a fractal object always appears the same. In this case we assume that the activity time series, A(t), is time-scale invariant and satisfies the equation, $A(c + t) = c^H A(t)$, where c is a scale constant and H is the Hurst exponent, a constant in this monofractal case. This self-similarity property, which occurs in many physiological time series such as heart rate, has also been found in actigraphy data during normal activity [12] and during sleep [13].

Before applying DFA, the mean activity is subtracted from each activity value. These differences are accumulated and the resulting function is fit by a linear relationship resulting in prediction errors. The mean fluctuation is obtained by taking the square root of the mean squared prediction error. This calculation is performed for nonoverlapping data intervals that increase in length from about 10 up to half the length of the time series. The slope of the linear relationship between the logarithm of the mean fluctuation and the logarithm of the interval length provides an estimate of monofractality known as the Hurst exponent, a number between 0 and 1. Knowing the Hurst exponent is useful because any value less than 0.5 indicates an antipersistent process that corrects itself if the values become too small or too large, whereas a Hurst exponent greater than 0.5 indicates a persistent process that tends to maintain its current state. Gaussian noise is characterized by a Hurst exponent equal to 0.5. As these processes can be represented by a single Hurst exponent, they are monofractal.

Multifractal spectral analysis of activity data

A multifractal process is a generalization of DFA to include processes for which the Hurst exponent is no longer constant over all time scales. Such processes are immensely complex. Examples from the physical world include atmospheric turbulence and water flowing over a waterfall. Evidence for a multifractal process is obtained when the Hurst exponent is not constant but depends on the fluctuation order, or fractal index [14].

Multifractal data analyses were conducted using Multifractal Detrended Fluctuation Analysis (MFDFA) [15,16] programmed in R (R 3.1.2 64-bit for Windows) [17]. The calculations used several data window sizes ranging from $2^3 = 8$ to the power of two that is no greater than 20% of the number of observations in the time series. For activity accumulated over 10 min periods (1008 observations per week), the maximum window size is the largest integer less than log(1008/5) = 7.7, which equals 7. The program returns the fluctuation function variance, the generalized Hurst exponent, the multifractal exponent, and the abcissa and ordinate of the multifractal spectrum (see [16] for technical details of this methodology). Cubic detrending, as used in these analyses, effectively controlled for nonlinear temporal variations, or nonstationarity, in the parameters responsible for variability in activity, as has been recommended in [18]. In the following analyses, the results were almost precisely the same irrespective of whether linear, quadratic or cubic detrending was applied.

As shown in [16], complex fluctuations in time series of various amplitudes can be evaluated by estimating the generalized Hurst exponent, $H_q$, for various values of $q$, the fractal or singularity index, $-5 \leq q \leq 5$. If $H_q$ does not depend on, the time series is monofractal implying that all types of fluctuations, large and small, scale in the same way. If $H_q$ decreases as $q$ increases, the time series contains fluctuations occurring on many different time scales leading to multifractality. Positive values of $q$ reflect the effect of large-scale fluctuations, whereas negative values of $q$ result from fluctuations with small variance.

The Hurst exponent computed by DFA is the value of $H_q$ when $q = 2$, a special case of a monofractal. In the following analyses we will concentrate on the multifractal spectrum as computing a separate DFA analysis is redundant when a multifractal analysis is applied to...
The algorithm devised in [16], upon which this analysis is based, incorporates modifications recommended in [15] to accommodate instabilities that arise when \( q \) is close to 0 or negative.

The multifractal spectrum relates the multifractal amplitude, \( f(\alpha) \), to the fractal index, \( \alpha \). For a sample from a normal distribution or monofractal series, the multifractal spectrum has a single value of 1 located at a value of \( \alpha \) that corresponds to the DFA value, being 0.5 for the normal distribution and some other number between 0 and 1 for a monofractal series. This value will be equal to the Hurst exponent estimated using MFDDA when \( q = 2 \).

By contrast, the multifractal spectrum for the multifractal series is inverse parabolic in shape with a maximum value of 1 occurring for \( \alpha \) lying between 0 and 1. As the width of the multifractal spectrum can be defined for any value of \( f(\alpha) \), it is common to fit the spectrum with a quadratic polynomial, and identify the spectrum width with the distance between the roots of this best-fitting quadratic when \( f(\alpha) = 0 \) [19].

**Representation of a multifractal in terms of a Gaussian multiplicative Cascade**

A common representation of a multifractal process is in terms of a multiplicative cascade as illustrated in Figure 1 [14]. The cascade operates on increasingly more precise time scales starting by dividing the full temporal interval by two at time scale T1 and continuing this division by two at each successive time scale, T2, T3, …, Tk. The flow of information from one time scale to the next is determined by the same probability density function, \( p(x) \). Eventually it is proposed that the cascade can produce the type of activity represented by that exhibited during Week 14 by the patient, as shown at the bottom of Figure 1.

The challenge is to determine \( p(x) \) based on the form of the multifractal spectrum. For simplicity, we will assume that \( p(x) \) is the Gaussian probability density function (pdf) with mean, \( \mu \), and variance, \( \sigma^2 \):

\[
p(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right].
\]

It can be shown [20] that the multifractal spectrum for a multiplicative cascade driven by a Gaussian pdf is given by

\[
( ) = - \frac{2\log(2)}{2} \frac{\alpha - \mu}{\sigma}
\]

This theoretical multifractal spectrum attains its maximum value of 1 when \( \alpha = \mu \) and its width at \( f(\alpha) = 0 \) is given by \( 2\sqrt{\log(2)\sigma} = 2.35\sigma \) [19]. This means that in principle at least, estimates of the mean and variance of the presumed Gaussian pdf can be estimated by more inspection of the empirical multifractal spectrum. Fitting Equation 1 to the multifractal spectrum obviates the need to estimate its peak location and width, two commonly used quantifiers of an empirical multifractal spectrum. This strategy renders superfluous a quadratic fit to the spectrum with its associated extrapolation uncertainty. Moreover, it provides a strikingly simple test of the Gaussian multiplicative cascade process, with its implications for a novel theoretical investigation of the temporal precursors of human activity generation.

The probability associated with each branch of a multiplicative cascade process can be constructed by applying a log transform to the product of random variables that are associated with that branch [20]. This results in a random variable equal to the sum of the logarithm of the Gaussian random variable, the latter being represented by a lognormal pdf with parameters \( \mu \) and \( \sigma \). The continuous Shannon entropy, \( E(\mu, \sigma) \), for this lognormal pdf is given by

\[
E(\mu, \sigma) = \log(2\pi\sigma^2) + \mu + 0.5
\]

(see Appendix for the mathematical derivation of Eq. 2). In the analyses that follow, \( E(\mu, \sigma) \) is computed for each week of the patient’s activity data using parameter estimates computed from the best-fitting lognormal multifractal spectrum.

Although no previous studies have applied multifractal analysis to activity data acquired from a subject susceptible to manic episodes, actigraphy measures have been analysed by the multifractal Hurst function, the precursor of the multifractal spectrum, to assess the effectiveness of light therapy for people suffering from Seasonal
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Affective Disorder [21]. For those who responded to the light therapy, the Hurst exponent decreased significantly suggesting multifractality, but the effect was quite small. Application of multifractal analyses to EEG data has shown that the peak location of the multifractal spectrum decreases as the level of consciousness increases from deep sleep to the awake state [22]. According to the Gaussian multiplicative cascade model, this result implies that the mean is inversely related to the level of consciousness during sleep.

The literature has shown different effects of pathology on the width of the multifractal spectrum. Whereas spectrum width measured using extracranial EEG data is greater for epileptics than for healthy individuals [23], studies using physiological measures such as heart-rate have shown that people with pathological conditions such as congestive heart failure produce multifractal spectra with considerably reduced width when compared with healthy individuals [24]. It is predicted that as a manic episode approaches for a person diagnosed with Bipolar I Disorder, a reduction in multifractal spectrum width will occur, possibly resulting from a decrease in the variance of a Gaussian multiplicative cascade model.

Testing for the presence of nonlinearity in activity time series

The importance of measuring the nonlinearity of data acquired from people diagnosed with a mental illness has been emphasized [25]. To detect nonlinearity in activity data, surrogate comparison series are obtained by computing the power and phase spectra of the original data series, randomly permuting the phase spectrum components and using the inverse Fourier transform to produce a new time series. This time series has the same statistical properties as the original time series in terms of its mean, variance, pdf and autocorrelation function, but without any dynamic nonlinearity [26].

For each transformed activity time series, 30 surrogate comparison series were generated using the TISEAN surrogates routine [27]. Evidence for nonlinearity based on the generalized Hurst functions was provided by comparing functions produced by the original activity data with a comparison mean generalized Hurst function computed using the surrogate data, each surrogate mean estimate being accompanied by its associated 95% confidence interval [5].

As an additional control, 30 normally distributed samples containing the same number of observations, and the same mean and variance as the data series were computed. Generalized Hurst functions with their associated 95% confidence intervals and multifractal spectra were computed for these normally distributed samples. It was expected that such series would be monofractal with the Hurst function being equal to 0.5 when \( q = 2 \).

Estimating change points in a time series

A commonly employed statistical technique for detecting change points in a time series estimates future values of the series based on a small number of previous values. If the prediction error becomes too large, a change in the parameters governing the time series will have occurred. The method used for this analysis, a semiparametric change detection procedure, can be accessed from commands available in the Supplementary Materials associated with this paper. The semi-parametric method used for this analysis, a semiparametric change detection procedure, can be accessed from commands available in the Supplementary Materials associated with this paper.

The green curves in Figure 3 show the generalized Hurst functions estimated from normal distributions with mean and variance equal to those of the transformed activity data. The 95% confidence intervals are shown for each point. For weeks 9 and 14, the data function deviated significantly from that generated by the normal distributions indicating that the data were not generated by a normally distributed process that occurred on a single time scale. Although there was no overlap between the data and control curves for Week 9, there was some overlap for \( q \leq -3 \) for Week 14. Clearly the data were not samples from a normal distribution as the NonGaussian index, defined by the mean standard score difference between the data and surrogate points, the value of the index being 84.26 for Week 9 and 58.22 for Week 14. So the transformed activity data are nonlinear for all values of \( q \) except when monoDFA is applied with \( q = 2 \). This finding shows the value of computing a complete multifractal analysis of these data rather than using DFA alone.

The green curves in Figure 3 show the generalized Hurst functions estimated from normal distributions with mean and variance equal to those of the transformed activity data. The 95% confidence intervals are shown for each point. For weeks 9 and 14, the data function deviated significantly from that generated by the normal distributions indicating that the data were not generated by a normally distributed process that occurred on a single time scale. Although there was no overlap between the data and control curves for Week 9, there was some overlap for \( q \leq -3 \) for Week 14. Clearly the data were not samples from a normal distribution as the NonGaussian index, defined by the mean standard score difference between the data and normally distributed control points, was 40.10 in Week 9 and 21.93 in Week 14. It is worth noting that compared with the values for Week 9, the Nonlinearity and NonGaussian indices were both less for Week 14, suggesting a loss of nonlinear complexity in transformed activity scores between Weeks 9 and 14.

As shown in Figure 3, estimates of the Hurst exponent obtained from a monofractal DFA analyses of 0.18 and 0.23 for Weeks 9 and 14 respectively, were obtained from the generalized Hurst exponent functions when \( q = 2 \). The Hurst exponents for the corresponding surrogate series were 0.17 and 0.22, almost the same values as those estimated from the data. Hurst exponents less than 0.5 indicate that the differentiated activity values were antipersistent, which is characterised by

Results

The transformed activity data shown in Figures 2, 3 and 4 are for Week 9, when the Bipolar I subject appeared to be in a relative euthymic phase, and for Week 14, when the manic episode was fully developed and hospitalisation was imminent. Owing to a small amount of missing data, the multifractal spectrum parameters were not computed for Week 6.

All the other plots for Weeks 1 to 8 and Weeks 10 to 13 are available in the Supplementary Materials associated with this paper.

Log-log power spectra

Figure 2 shows the original activity data and the log-log power spectrum recorded for Weeks 9 and 14. The best-fitting linear log-log power spectra had slope estimates of \(-0.96 \pm 0.03\) and \(-1.03 \pm 0.03\) for Weeks 9 and 14, respectively. As there was no significant autocorrelation observed in the slope measures for each of the 14 weeks of the original activity data, a single sample t-test was used to support the null hypothesis that the overall mean slope was equal to \(-1\), \( t(13) = -2.02, p<0.05 \). This result confirmed the presence of pink noise in the untransformed activity data.

Generalized Hurst exponent

The generalized Hurst exponent functions shown in Figure 3 were monotonic decreasing functions of \( q \) suggesting that the transformed activity data were multifractal. The functions for Weeks 9 and 14 estimated using the data (blue lines) were significantly different from those estimated using the surrogates (red lines) at all values of \( q \) except for \( q = 2 \), as indicated by the lack of overlap of the 95% confidence intervals. This finding was confirmed by the large Nonlinearity index, defined by the mean standard score difference between the data and surrogate points, the value of the index being 84.26 for Week 9 and 58.22 for Week 14. So the transformed activity data are nonlinear for all values of \( q \) except when monoDFA is applied with \( q = 2 \). This finding shows the value of computing a complete multifractal analysis of these data rather than using DFA alone.

The green curves in Figure 3 show the generalized Hurst functions estimated from normal distributions with mean and variance equal to those of the transformed activity data. The 95% confidence intervals are shown for each point. For weeks 9 and 14, the data function deviated significantly from that generated by the normal distributions indicating that the data were not generated by a normally distributed process that occurred on a single time scale. Although there was no overlap between the data and control curves for Week 9, there was some overlap for \( q \leq -3 \) for Week 14. Clearly the data were not samples from a normal distribution as the NonGaussian index, defined by the mean standard score difference between the data and normally distributed control points, was 40.10 in Week 9 and 21.93 in Week 14. It is worth noting that compared with the values for Week 9, the Nonlinearity and NonGaussian indices were both less for Week 14, suggesting a loss of nonlinear complexity in transformed activity scores between Weeks 9 and 14.

As shown in Figure 3, estimates of the Hurst exponent obtained from a monofractal DFA analyses of 0.18 and 0.23 for Weeks 9 and 14 respectively, were obtained from the generalized Hurst exponent functions when \( q = 2 \). The Hurst exponents for the corresponding surrogate series were 0.17 and 0.22, almost the same values as those estimated from the data. Hurst exponents less than 0.5 indicate that the differentiated activity values were antipersistent, which is characterised by

Figure 2. Raw activity data and log-log power spectra for (a) Week 9 and (b) Week 14. The best-fitting linear relationship between log power and log frequency is shown for the power spectra, together with the estimate and standard error of the slope.

Figure 3. Generalized Hurst Exponent functions for (a) Week 9 and (b) Week 14 estimated using cubic detrending. The function for the transformed data (blue) indicates nonlinearity when there is no overlap with the 95% confidence intervals for the function computed using the surrogates (red) and the function generated by a normally distributed random variable with the same mean and variance as the transformed activity data. The Nonlinearity index is the mean difference between the data curve and the surrogate curve in standard normal distribution units. The NonGaussian index is the mean difference between the data curve and the curve generated from the normally distributed data in standard normal distribution units. The numbers in brackets are the DFA exponents for the data, surrogate and normally distributed control series respectively, estimated when $q = 2$ as shown by the vertical line.
short duration runs of activity change in either the positive or negative direction rather than long runs of positive or negative differences. These Hurst exponent values were substantially different from the 0.51 obtained for the normally distributed control series for Weeks 9 and 14. A Hurst exponent equal to 0.5 is expected theoretically for a normally distributed process irrespective of its mean and variance.

If only a monofractal test such as DFA were applied to these activity data, as is common practice [12,13], there would have been no evidence for nonlinearity in the transformed activity data as the values of the Hurst exponent for the data and surrogate series were almost coincident. A multifractal analysis is required to obtain any useful information about nonlinear processes that might be responsible for generating activity data in humans, as is shown by comparing the data curve in Figure 3 with curves generated by the surrogate and normally distributed control series.

**Multifractal Spectra**

Figure 4 shows the fit of the Gaussian multiplicative cascade model to the multifractal spectra estimated for Weeks 9 and 14 using Eq. (1). The fit of the model shown by the blue line was reasonably good, the peak location of the estimated multifractal spectrum being close to the mean of the lognormal distribution in each case (0.46 for Week 9 and 0.39 for Week 14). The width of the multifractal spectrum was positively related to the standard deviation of the Gaussian, being 0.64 in Week 9 and decreasing to 0.47 as the manic episode became imminent during Week 14.

As it was already shown for the generalized Hurst functions, there was clear separation between the multifractal spectra computed from the transformed activity data (blue line) and spectra computed from the surrogate series (red line) and the normally distributed control series (green line). As expected, the maximum value of these latter two curves occurred when the singularity index, α, was equal to the monofractal Hurst exponent and 0.5, respectively. Evidence for clear multifractality in the transformed activity data was shown by the substantially greater width of the multifractal spectra for the data when compared with the spectrum widths for the control series.

Figure 5 shows the estimates of entropy for the lognormal pdf for each Week, computed using Eq. (2). As the multifractal spectrum was not available for Week 6 due to missing data, a suitable approximation of entropy for Week 6 was obtained by estimating its value using the average of the μ and σ estimates for Weeks 5 and 7. This approximation provided estimates of entropy that could be used effectively to detect change across all 14 weeks of activity observations.

Using the change point detection procedure and assuming for all practical purposes a Type I error probability of 0.1, significant changes were detected at Week 5, p = 0.011, and at Week 12, p = 0.085, as indicated by the dotted vertical lines in Figure 5. This result shows that this patient experienced three mood stages during the 14 weeks of activity measurement, Stage 1 being perhaps a recovery period from a previous relapse between weeks 1 and 4 and Stage 2 being a period of relative euthymia from Week 5 to Week 11. During Stage 3 from Week 12 onwards, the precursors of the manic episode that led to hospitalisation became evident. A practical application of this finding would be for the patient’s medical team to have been alerted to a possible deterioration in this patient’s condition around Week 12.

**Discussion**

In this study, a unique prospective actigraphy dataset was interrogated for evidence of changes in complexity preceding a manic relapse. Analyses provided novel evidence for ‘hidden signals’ of the mania prodrome in high resolution objective time series data. First, we found that the relative invariance of the slopes of the log-log power spectra provided no useful predictive information about the imminent manic episode that occurred at the end of Week 14. It is worth noting that the pink noise detected for the patient in this study confirms a log-log spectrum slope of –1 obtained in previous analyses of mood rating data obtained from people diagnosed with bipolar disorder [30], although sometimes a more negative slope closer to –2 has been obtained for chronic depression [31]. Although slopes close to –1 suggest long-term correlations in the activity data, often associated with a complex time-scale invariant process, a more detailed multifractal analysis of these data offered greater insight into the temporal structure of activity data to facilitate its application in preventative mental health.

For the first time, we have shown that activity data recorded over an extended time period for a patient on the verge of a manic episode are clearly multifractal. Of considerable interest, the multifractal spectra could be predicted by a multiplicative cascade process driven by a Gaussian distribution with constant mean and variance. The predicted multifractal spectrum fit the data spectrum reasonably well, leading to estimates of the mean and standard deviation of the Gaussian that could be used to compute the continuous Shannon entropy for the related lognormal pdf. Application of change detection methodology revealed three stages during the 14 week observation period. The first stage represented a period of low but increasing entropy. The second stage revealed the highest entropy indicating a period of relative euthymia. The final stage was characterised by a dramatic decrease in entropy. As would also be the case for a number of chronic physical disorders, a decrease in entropy might signal the onset of deterioration in a patient’s mental health.

The change in multifractal spectrum complexity as the manic episode approached has a precursor in findings that EEG multifractal spectrum complexity, as indicated by spectrum width, increased prior to an epileptic seizure (preictal phase) and decreased dramatically as seizure activity increased. Compared with values estimated before and after reports of pain, multifractal spectrum complexity was less during periods of pain [32].

Perhaps multifractal spectrum complexity is greater during well periods than at times when a person with a dynamic condition such as bipolar disorder is euthymic. In the test case considered in detail in this paper, the reduced complexity of the multifractal spectrum may indicate that the usual feedback mechanisms that facilitate human-environmental interactions are disrupted as bipolar patients become unstable leading to an inability of the brain regulatory systems to properly manage mood [18,33].

When considered in terms of a practical decision-making strategy for assessing the risk of a manic episode, the false alarm probability of 0.085 has considerable practical significance. If the algorithms described in this paper were used in a mobile monitoring device, the patient’s mental health team would be well-advised to check the patient’s current status when the chance of relapse by Week 12 was reasonably high. Those concerned with the huge costs involved in hospitalisation of patients with a serious mental health problem lasting several weeks if not months, would much prefer the minimal cost of preventative intervention by the medical and community mental health team to the immense cost of long-term hospitalisation. In Europe the average cost of inpatient hospitalisation for a person diagnosed with a manic
Figure 4. Multifractal spectra for (a) Week 9 and (b) Week 14 estimated using cubic detrending. The blue line shows the best-fitting multifractal spectrum estimated using a multiplicative cascade driven by a Gaussian pdf. The data points are shown as small blue circles. The spectra estimated from the surrogate series and the normally distributed control series are shown by the red and green curves, respectively. The lognormal parameter estimates for $\mu$ and $\sigma$ are shown in brackets at the bottom of each graph together with an estimate of the continuous Shannon entropy for the lognormal distribution. The MSE for the fit of the lognormal spectrum is also shown.


Figure 5. Continuous Shannon entropy computed from estimates of the mean and standard deviation of a lognormal pdf using transformed activity data collected over a period of 14 weeks prior to the patient’s hospitalisation. The vertical lines show significant changes in entropy that occurred at Week 5 (p = .013) and at Week 12 (p = .085), with the Type I error probability set at 0.1 due to the relatively high cost associated with a Type II error in this preventative mental health application. The curve fit to the data points was estimated using a Lowess smoothing procedure. Cubic detrending was used to estimate the multifractal spectrum from the transformed activity data.

Mania Subject, Change Detection Using CumSum
P(Change after Week 5) = 0.013
P(Change after Week 12) = 0.085

episode in 1999 was €27297 per patient, the average stay being 47 days [34, Table V, p. 283]. This is a considerably greater relative cost than the average €169 required to assess a person’s mental health status, say at Week 12 for the patient discussed in the present paper, assuming such intervention circumvented hospitalisation.

If confirmed in future analyses of similar data from bipolar patients, these findings will allow medical intervention to occur well before the highly disrupted sleep that was observed about five days before the manic episode occurred [4]. Any automated device based on the findings for this patient will serve as a valuable contribution towards an improved standard of care for people diagnosed with bipolar disorder.

Evidence for nonlinear processes in the activity data were revealed by the significant discrepancies between generalized Hurst functions computed using the transformed data and functions estimated from surrogate series that had the same linear properties as the data but without the nonlinearity. This finding emphasises the advantage of using an objective measure such as activity rather than a subjective measure such as mood ratings [35-37], as well as technology that provides a more comprehensive account of the important multiplicative temporal interactions that might determine mood variation.

The use of actigraphy for predicting dynamic fluctuations in potentially psychopathological behavior may be more generally applicable than is evident at first sight. An interesting small-world network analysis of the contagion of all diagnoses contained in DSM-IV TR produced four diagnostic hubs, insomnia, with 71 connections to other symptoms, psychomotor agitation (68 connections), psychomotor retardation (61 connections) and depressive mood (60 connections) [38]. These four diagnostic hubs subsume 208 other symptoms in DSM-IV as well as 69 separately described disorders, a massive compression of diagnostic information (see Table 1 in [39]). Of considerable interest, all four diagnostic hubs can be assessed using actigraphy. Hence the technology proposed in this paper, which complements the Bipolar Vulnerability Index described in [40], may have wide application for monitoring substantial tracts of psychopathology space.

Defensible and effective mathematical analyses presented here is only one approach to complexity in manic relapse, and we are happy to share our data to encourage comparison. Data transfer from modern lifestyle monitoring devices using Bluetooth allows them to track complex psychomotor disturbance, even when the patient is relatively inactive during the highly diagnostic night-time hours [4]. An urgent challenge is to develop software for the mobile device so that the method used in this paper can be implemented in real-time.

Conclusions

Activity data acquired from a young male diagnosed with bipolar disorder over a long period of 14 weeks showed that, whereas there was no change over time in the monofractal nature of activity, multifractal spectra revealed significant changes in complexity that might serve as useful predictors of a future manic episode. As the analyses were based on a single manic relapse in a single patient, the generalizability of the findings is uncertain.

Nevertheless, it is rare to obtain so much continuous activity data over such a long period of time and we know of no other available data set. Unlike the design used in [41], there was no opportunity to track activity during hospitalization and subsequent recovery due to removal of the actiwatch as part of the admission procedure. In future studies we will request that an actiwatch or similar device be worn at all times.
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